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Abstract—In this paper, a model for mimicking the behav-
ior of the prefrontal cortex in Wisconsin card sorting test
is given for both healthy and lesioned subjects. A simple
model based on winner take all network and multi layer per-
ceptron suffices to model the affect of frontal lobe damage,
which leads to perseveration as diminishing the influence of
reinforcement.
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I. INTRODUCTION

The prefrontal cortex (PFC) supports the cognitive func-
tions that coordinate the execution of the most elaborate
and novel actions of the organism. For this reason it has
been called as the executive part of the brain and also
the organ of creativity. It is the most interconnected re-
gion among all other parts of the brain. Thanks to these
connections, PFC integrates inputs from sensory and asso-
ciative areas of the cortex and information about internal
mileu from limbic inputs [1]. So it is the highest stage of
a hierarchy of neural structures dedicated to the represen-
tation and execution of the actions of the organism.

There is an extensive literature on differences in behav-
ioral deficits from lesions in different subsections of the pre-
frontal cortex. The perseveration in behaviors that were
formerly, but no longer rewarded, is one of the deficits
causes from the damage of the dorsal area of the PFC [1].
The damages in this region diminish the influence of rein-
forcement on behaviour and perseveration is a characteris-
tic action of such patients and best revealed by Wisconsin
Card Sorting Test (WCST).

Since the PFC is responsible for the high level cognitive
functions of the brain, it provides to engineers an inspi-
ration for developing intelligent autonomous systems. In
computational neuroscience research, scientists by employ-
ing the physiological findings on the PFC can develop some
models which carry out some tasks of the PFC, and then
these models may help to neuroscientist to improve their
functional and systematical approach in their research.

There are some important modeling efforts in the liter-
ature help to understand how PFC works in WCST [2,3].
The one in [2] is based on a well known artificial neural
network model namely ART and the other is a special
neural network structure. This paper proposes a simple
model which is based on multilayer perceptron cascaded by
a winner take all network and models the PFC in WCST

for both normal and lesioned subject. The winner take all
network is used as action network to select the cards. The
multilayer perceptron defines a reinforcement type learning
rule to adapt the decision criterion that the action network
uses.

The paper is organized as follows; Section II and III
gives information about the PFC and WCST, respectively.
Section IV summarizes recent works on modeling WCST
and finally, the proposed model is described in Section V.

II. THE PREFRONTAL CORTEX

The PFC which takes place at front of the motor and pre-
motor cortices in the frontal lobes of the brain, encompass
roughly 30% of the cerebral cortex in humans [4]. It is pro-
portionally much larger in humans than in other species.
This ratio is 3.5% in cats, and 17% in chimpanzees. The
prefrontal region of the cortex is the most highly intercon-
nected among all cortical regions. It receives affarent fibers
from the brain stem, the hypothalamus, the limbic system,
the thalamus and other areas from association cortices. It
integrates inputs from sensory and associative areas of the
cortex with inputs from motivational areas of the limbic
system [1].

The PFC is the area of the brain most often associated
with the executive processes in humans. The term “exec-
utive functioning” generally refers to the mechanisms by
which the performance is optimized in situations requiring
the operation of a number of cognitive processes [5]. Ex-
ecutive functioning is required when new effective plans of
actions have to be formulated, and appropriate sequences
of responses must be selected and scheduled. Components
may include the enhancement of information held tem-
porarily or ‘on line’ (Goldman-Rakic’s concept of working
memory [4]), the marshalling of attentional resources [6],
the inhibition of inappropriate responses in certain circum-
stances [7] and the “monitoring” of behaviour with respect
to affective or motivational state [1].

III. WISCONSIN CARD SORTING TEST

In clinical diagnosis of prefrontal dysfunctions, some
neuropsychological tests are used. Standardized clinical as-
sessment of executive functions have traditionally involved
tests such as the WCST, Stroop Test and Tower of Hanoi
Test. The PFC has the strongest reciprocal connections
with subcortical parts that are involved in processing in-
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ternal drive levels (the hypothalamus) and rewarding or
punishing values of stimuli (the limbic system). For this
reason, frontal lobe damages lead to diminished influence
of reinforcement on behavioral performance. An aspect
of this syndrome is perseveration in behaviors that were
formerly, but no longer, rewarded. An example of perse-
veration occurs in the WCST.

In this test, there is a deck of cards and the subject
is required to find the feature which distinguishes them.
The cards are differentiated with respect to their three
features namely color, shape, and number. Each feature
can take four different values (color: red, green, blue, yel-
low; shape: triangle, star, cross, circle; number: 1,2,3.4).
So there are 64 (4°) different cards. The certain four cards
are called as reference cards and the rest are called as re-
sponse cards. The reference cards are distinguished from
each other for all three features as shown in Fig 1. Dur-
ing the test, the reference cards are placed in front of the
subject, and the experimenter takes a response card from
the deck and presents to the subject. The subject puts
this card on to the line of a reference card which has the
same feature according to his/her own criterion. The ex-
perimenter gives a response as “right” or “wrong” with-
out mention the correct category. The subject aims to
get “right” response as soon as possible. Through out the
test, the experimenter change his/her own criterion after a
predetermined number of “right” responses of the subject.

Two common forms of the WCST are employed by neu-
ropsychologists. The original test was introduced by Mil-
ner in which 2 decks of 64 cards are used and the criterion
changed after 10 correct responses. The test is finished
when the subject notices 6 criterion changes or 128 cards
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Fig. 1. Material used in the WCST.

Nelson introduced a number of modifications to the test
[8]: ) Among the 64 cards of complete deck, 40 cards
are ambiguous because two or more of their attributes are
shared with the same reference card. For example, the card
with two red triangles is similar to the first reference card in
both color and shape. Such cards are ambiguous both for
the experimenter, who cannot infer which rule the subject

is following, and for the subject, who cannot determine for
which rule he/she was enforced. Nelson eliminated those
40 cards and used only the 24 cards that shared only one
attribute with each of the reference cards. Fach card is
used twice, for a total of 48 cards in response cards. i)
The experimenter changes criterion after 6 successful re-
sponses of the subject . 4ii) The subject is warned before
each change of rules. iv) Finally, the correct rules are not
defined a priori by the experimenter. Rather, for the first
trial, the patient’s criterion accepted as correct and also
the second and the third criteria are defined by the exper-
imenter so that all three criteria are different from each
other. Then, these three criteria are employed periodically
in the same order.

IV. NEURAL NETWORK MODELS FOR WCST

Leven and Levine simulated the card sorting data us-
ing the network of Figure 2 [2]. In this network based on
adaptive resonance theory (ART), the nodes in the layer
F1 code features, whereas the nodes in the F2 code cate-
gories. F1 divides input cards naturally into three subfields
that code colors, numbers, and shapes. To each subfield
corresponds a “habit node” and a “bias node” in addition
to the F1 and F2. The habit nodes detect how often clas-
sifications have been made rightly or wrongly, on the basis
of the given criterion. The bias nodes are affected both
by habit node activities and by reinforcement signals. Re-
inforcement is given by the experimenter in the form of
a statement of “right” or “wrong”. A network parameter
which corresponds to the gain of reinforcement signals to
bias nodes was varied. Network with high gain acted like
normal subjects, whereas the network with low gain acted
like frontal patients.
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Fig. 2. Leven and Levine’s model for WCST.

Besides the model of WCST introduced Leven and
Levine, the other major neural network model of this task
was developed by Dehaene and Changeux [3]. Figure 3
shows the Dehaene-Changeux model. The analogies be-
tween the “input” and “memory” nodes of Figure 3 and
“feature” and “category” fields of Figure 2, and rule coding



clusters and bias node are extremely close. In both mod-
els, the activity of rule clusters is an analog variable that
can increase or decrease from one card presentation to the
next. Dehaene and Changaux added to their model a fea-
ture they called “episodic memory” though it differs some-
what from the common usage of that term by psychologist.
Their version of episodic memory kept track of rules that
had been previously tried and not led to reinforcement, se-
lectively reduced the activation of nodes representing such
rules.
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Fig. 3. Schematic architecture of Dehane-Changeux neural network.

V. PROPOSED NEURAL NETWORK MODEL FOR WCST

A mixed procedure of Milner’s and Nelson’s versions of
WCST is used in the model such that the 24 cards which
sharing only one attribute with each of the reference cards
are used and the experimenter’s criterion is changed after
6 successful response of the subject. Moreover, subject
is not warned before each change in the experimenter’s
criterion. The experimenter begins the the test with color
criterion and changes it after each successful 6 responses
of the subject in the order of color, shape and number
repeatedly.

In the model the cards are represented as binary ma-
trix of 12 (4 x 3) elements. Since the cards discriminated
by their three features (color, shape and number) and the
each feature could have four different values, each feature
is coded in 4 digits and they are listed in 3 rows. Corre-
sponding codes for each feature is depicted in Table 1.

The proposed model utilizes the subject behaviour by
using two neural networks shown in Figure 4. The subject
behaviour realized in two steps, one is decision and the
second one is action. The decision network is designed to
determine the selection criterion and the action network
to select the reference card by using this criterion. The
output of the action network shows a reference card which

TABLE 1
CODED FEATURES

Features
Color Shape Number
Red 1000 Triangle 1000 1 1000
Green 0100 Star 0100 2 0100
Yellow 0010 Cross 0010 3 0010
Blue 0001 Circle 0001 4 0001
Selection

Action Network
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Fig. 4. Proposed system for modeling WCST.

the subject has chosen. The action network, is a winner-
take-all network composed of 4 neurons corresponding to
the reference cards and each neuron takes input vector with
12 elements formed by concatenating the each row of the
response card matrices. The neurons compute a weighted
norm of difference between input card and reference card,
as given in equation 1.

3 4
i 1 i
IX-T ||w=§zwk' Z|xka = th;l (1)
k=1 j=1

where T is used for ith reference card and X for response
cards. The index of reference card with minimum distance
is chosen for the output of the action network. w rep-
resents the selection criterion vector. As the cards are
discriminated by using three feature, i.e., color, pattern
and number, this vector can take three different values as
shown below.

w = ([100] for color,
w = [010] for shape,
w = [001] for number.

The decision network’s output gives the subject’s selec-
tion criterion for the next card. In other words, it de-



cides the current criterion should be kept or changed and
if should be changed, it also determines the new value of
it. The decision network takes current and two past selec-
tion criteria at the time ¢t — 1 and ¢ — 2 because the subject
should remember the past selections to determine a new
criterion, and the experimenter’s response as inputs. Thus
inputs of the decision network constitutes 10-elements bi-
nary vector. In the hidden layer of used two layer per-
ceptron, 4 neurons are employed. Obviously, output layer
consists of 3 neurons to represent the selection criterion,
w. Since the decision network determines the selection cri-
terion, it should be trained for all possible selections and
experimenter’s response. In the training set, the output
vectors are the desired selection criterion that corresponds
to the input vectors. While generating the training set, it
is assumed that the subject changes his/her criterion if the
experimenter’s response is 0, in the order of color, shape
and number, without loosing generality.

In the test procedure, response cards are selected ran-
domly. For the first step, the decision criterion of the sub-
ject is also randomly assigned and it is determined by the
decision network for the rest of the test. A response card
is entered to the system, the action network selects a ref-
erence card by using the selection criterion which is the
output of the decision network. After forming the action
network output, the experimenter’s response is generated
as 1 if the subject selection is correct (match with experi-
menter’s criterion), 0, otherwise. The response of the ex-
perimenter sets decision network into action and the de-
cision network decide whether should keep or change the
selection criterion. The current criterion, the past two cri-
teria and the experimenter’s response form the input of
the decision network. The decision network generates the
output using weights which are determined in the train-
ing phase. After forming the selection criterion, a next
response card is selected as a new input.

In the proposed model, after a successful training phase,
a set of weights of the decision network is found for simu-
lation of a healthy subject, whose responses listed in Table
1I.

To simulate the perseverated response of the prefrontal
lesioned patient some weight values of the decision network
are modified adaptively. The reason of perseveration might
be the fact that the lesioned subject more emphasize on his
past selections instead of the experimenter’s response. Be-
cause the frontal lobe damage leads to diminished influence
of reinforcement on behavioral performance. The persever-
ative results are obtained when the weights between hid-
den neurons and experimenter’s response and the biases of
the same neurons are modified. The modifications of the
weights are in a direction to decrease the effect of the ex-
perimenter’s response. Changes in biases have an affect of
resistance to excitatory effect of experimenter’s response.
These modifications on weights and biases are initiated by
the rewarding responses of the experimenter. After the
modifications are completed, the subject’s selections are
shown in Table II.

TABLE II
RESPONSES OF THE PATIENT

Current Exp’er Healthy Lesioned
Selection Response Case Case
0 0 1 0 0 1 0 0 0 1
0 0 1 1 0 0 1 0 0 1
0 1 0 0 1 0 0 0 1 0
0 1 0 1 0 1 0 0 1 0
0 0 1 1 0 0 1 0 0 1
1 0 0 1 1 0 0 1 0 0
0 0 1 1 0 0 1 0 0 1
0 0 1 1 0 0 1 0 0 1
0 1 0 1 0 1 0 0 1 0
0 0 1 1 0 0 1 0 0 1
0 1 0 1 0 1 0 0 1 0
0 1 0 1 0 1 0 0 1 0
1 0 0 1 1 0 0 1 0 0
0 0 1 1 0 0 1 0 0 1
0 1 0 1 0 1 0 0 1 0
0 1 0 0 1 0 0 0 1 0
1 0 0 0 0 0 1 1 0 0
1 0 0 1 1 0 0 1 0 0
0 1 0 1 0 1 0 0 1 0
0 0 1 0 0 1 0 0 0 1

VI. DiscusSIONS AND CONCLUSIONS

This paper gives a simple structure to model PFC in
performing WCST for healthy and lesioned subjects. The
main idea behind the model is to construct the subsystems
i.e., the experimenter’s response as limbic system, the de-
cision network as PFC and the action network as motor
cortex and effect of them on each other in healthy and
lesioned cases.
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